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MISINFORMATION

Quantifying the impact of misinformation
and vaccine-skeptical content on Facebook

Jennifer Allen*, Duncan J. Watts, David G. Rand

INTRODUCTION: Researchers and public health
officials have attributed much of the low up-
take of the COVID-19 vaccine in the US to
misinformation on social media. However, it
is unclear whether misinformation had (i) the
widespread exposure and (ii) the causal im-
pact on vaccination intentions required to
meaningfully alter the trajectory of US vac-
cination efforts. Moreover, content that raises
questions about vaccines without containing
outright falsehoods (which we term “vaccine-
skeptical”) might also play a role in driving
vaccine refusal. In this work, we examine
to what extent misinformation flagged by
fact-checkers on Facebook (as well as con-
tent that was not flagged but is still vaccine-
skeptical) contributed to US COVID-19 vaccine
hesitancy.

RATIONALE: We posit that two conditions must
be met for content to have widespread impact
on people’s behavior: People must see it, and,
when seen, it must affect their behavior. That
is, we define “impact” as the combination of ex-
posure and persuasive influence.

We apply this framework to quantify the im-
pact that (mis)information on Facebook had
on COVID-19 vaccination intentions in the US
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by combining experimental estimates of per-
suasive effects with Facebook exposure data.
To begin, we conducted two experiments (total
N =18,725) on the survey platform Lucid mea-
suring the causal effect of 130 vaccine-related
headlines on vaccination intentions. We then
used Facebook’s Social Science One dataset
to measure exposure to all 13,206 vaccine-related
URLs that were popular on Facebook during the
first 3 months of the vaccine rollout (January to
March 2021). Finally, we developed a pipeline
that incorporates the wisdom of crowds and
natural language processing (NLP) to predict
the persuasive effect of each Facebook URL
from our survey estimates.

RESULTS: Analyzing our survey experiments,
we found that while exposure to fact-checked
misinformation can cause vaccine hesitancy,
the degree to which a story implies health risks
from vaccines best predicts negative persuasive
influence. Our first experiment showed that
misinformation containing false claims about
the COVID-19 vaccine reduced vaccination in-
tentions by 1.5 percentage points (P = 0.00004).
Our second experiment tested both true and
false claims and found that content suggest-
ing that the vaccine was harmful to health re-
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Impact of flagged misinformation versus unflagged content. (A) Distribution of 13,206 predicted URL
treatment effects on vaccination intentions for flagged misinformation (red) versus unflagged content (blue).
(B) The same histogram as in (A), weighted by the number of views each URL received on Facebook.
Although misinformation has more negative persuasive effects, it is seen far less—and thus has a lesser

impact—than unflagged content.
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Examining exposure on Facebook, we found
that flagged misinformation URLs received
8.7 million views during the first 3 months of
2021, accounting for only 0.3% of the 2.7 billion
vaccine-related URL views during this time pe-
riod. In contrast, stories that were not flagged by
fact-checkers but that nonetheless implied that
vaccines were harmful to health—many of which
were from credible mainstream news outlets—
were viewed hundreds of millions of times.

We then used our crowdsourcing and NLP
procedure to extrapolate the treatment effects
of the 130 items to the 13,206 vaccine-related
Facebook URLs. The URLs flagged as misin-
formation by fact-checkers were, when viewed,
more likely to reduce vaccine intentions (as
predicted by our model) than unflagged URLs.
However, after weighting each URL’s persuasive
effect by its number of views, the impact of
unflagged vaccine-skeptical content dwarfed
that of flagged misinformation. Subsetting to
those URLs predicted to induce hesitancy, we
estimated that unflagged vaccine-skeptical con-
tent lowered vaccination rates by —2.28 percent-
age points {confidence interval (CI): [-3.4,
—-0.991} per US Facebook user, compared with
—0.05 percentage points (CI: [-0.07, —-0.05]) for
flagged misinformation—a 46-fold difference.
Even though flagged misinformation had
more of an impact when viewed, the differ-
ences in exposure were so large that they al-
most entirely determined the ultimate impact.
For example, a single vaccine-skeptical ar-
ticle published by the Chicago Tribune titled
“A healthy doctor died two weeks after getting
a COVID vaccine; CDC is investigating why”
was seen by >50 million people on Facebook
(>20% of Facebook’s US user base) and re-
ceived more than six times the number of views
than all flagged misinformation combined.

CONCLUSION: We find that flagged misinfor-
mation does causally lower vaccination inten-
tions, conditional on exposure. However, given
the comparatively low rates of exposure, this
content had much less of a role in driving overall
vaccine hesitancy compared with vaccine-
skeptical content, much of it from mainstream
outlets, that was not flagged by fact-checkers.
Our work suggests that while limiting the
spread of misinformation has important pub-
lic health benefits, it is also critically important
to consider gray-area content that is factually
accurate but nonetheless misleading.
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Quantifying the impact of misinformation
and vaccine-skeptical content on Facebook

Jennifer Allen'*, Duncan J. Watts?>>*, David G. Rand“>*®

Low uptake of the COVID-19 vaccine in the US has been widely attributed to social media misinformation.
To evaluate this claim, we introduce a framework combining lab experiments (total N = 18,725),
crowdsourcing, and machine learning to estimate the causal effect of 13,206 vaccine-related URLs on
the vaccination intentions of US Facebook users (N = 233 million). We estimate that the impact of
unflagged content that nonetheless encouraged vaccine skepticism was 46-fold greater than that of
misinformation flagged by fact-checkers. Although misinformation reduced predicted vaccination
intentions significantly more than unflagged vaccine content when viewed, Facebook users’ exposure to
flagged content was limited. In contrast, unflagged stories highlighting rare deaths after vaccination
were among Facebook’s most-viewed stories. Our work emphasizes the need to scrutinize factually
accurate but potentially misleading content in addition to outright falsehoods.

n recent years, the spread of misinforma-

tion online has become a key concern for

policy-makers and the public as well as a

major focus of study for researchers (7).

This attention is largely motivated by the
assumption that misinformation causes sub-
stantial real-world harm—an assumption that
is often justified by associations between mis-
information on social media and events such
as the January 6th Capitol Hill riots and the
rejection of public health messages during
the COVID-19 pandemic. Despite a wealth of
research on the spread of misinformation (2-6),
its prevalence (7-II), and the psychology driv-
ing sharing of and belief in falsehoods (12-15),
consideration of the real-world impact of expo-
sure to misinformation [as opposed to impacts
of larger algorithmic changes to platforms
(16-18)] has been largely relegated to asser-
tions in introductory paragraphs and discus-
sion sections (19).

This gap is particularly relevant in the con-
text of COVID-19 vaccine misinformation. Al-
though the “infodemic” of viral falsehoods is
frequently cited as an obstacle to the adop-
tion of public health measures—for example,
President Joe Biden claimed that Facebook
was “killing people” by allowing anti-vaccine
misinformation to spread on the platform—
little work has been done to show a causal
connection (20). Numerous studies have shown
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a correlation between sharing and belief in
social media misinformation and diminished
COVID-19 vaccination (21-28). However, the
causal direction of this correlational relation-
ship is unclear. For example, other research has
suggested that preexisting vaccine hesitancy
inspires misinformation consumption rather
than vice versa (29), whereas the few lab studies
testing for a causal relationship between vac-
cine misinformation and behavioral intentions
have shown conflicting evidence (30, 31). Thus,
whether and to what extent misinformation
has actually had an important impact on so-
ciety remains an open question. Moreover, it
is also possible that content that is “vaccine-
skeptical,” which we define as content that
raises questions about vaccines but is not fac-
tually inaccurate, could play an important role
in driving vaccine hesitancy (29, 32, 33).

Here, we address this critical but neglected
issue by introducing a framework for esti-
mating causal impact at scale and applying
this approach to quantify the harm caused by
COVID-19 vaccine misinformation on Facebook.
We begin by asking what would be necessary
for online misinformation to have the sweeping
societal impact so broadly ascribed to it. We
posit that for any type of information to have
widespread impact on people’s behavior, it must
meet two criteria: First, it must influence be-
havior, conditional on being seen. And next, a
large number of people must see it. Thus, im-
Ppact arises from the interaction between exposure
and persuasive influence: Harmful misinforma-
tion that no one sees does not make an impact,
nor does misinformation that is widely seen
but irrelevant to people’s decision-making.

To estimate impact, we propose an approach
that combines (i) results from experiments
measuring the effect of different vaccine-related
headlines on vaccination intentions with

(ii) data about the exposure to vaccine-related
URLs on Facebook. Generalizing from the ex-
periments using a combination of crowd-
sourcing and machine learning, we then
estimate the overall impact of vaccine-related
content shared on Facebook on vaccine hesi-
tancy in the US. Critically, we model the im-
pact of all popular vaccine-related URL content
on Facebook, not only content that was flag-
ged as misinformation by fact-checkers. By
taking an a priori agnostic view of what con-
tent might change vaccination intentions, we
discover from the bottom up which types of
content drive overall vaccine hesitancy.

Although the term “misinformation” has been
defined in many ways by different scholars
(1, 34-36), researchers in fields such as com-
puter science, psychology, and political science
(as well as technology company moderation
policies) often focus on URL content (i.e., “news”)
that has been flagged as false or misleading
by professional fact-checkers (19, 37-41). Here,
we adopt the same convention. We then desig-
nate all other URL content that does not meet
this definition, but that nonetheless might in-
duce vaccine hesitancy, as “vaccine-skeptical.”
This distinction sets up our key research ques-
tion: How does the impact of flagged misin-
formation content, which receives substantial
attention from researchers and platforms, com-
pare with the impact of vaccine-skeptical con-
tent, which has been far less scrutinized?

To answer this question, we apply our frame-
work, which estimates impact as the interac-
tion of persuasive influence and exposure. The
paper is organized into four sections. First, we
analyze the results of two survey experiments
and show that, although exposure to fact-
checked misinformation can cause vaccine
hesitancy, the degree to which a story implies
health risks from vaccines, rather than vera-
city, best predicts negative persuasive influence.
Next, we analyze exposure to popular Facebook
vaccine content from early 2021 and find that
flagged misinformation gained relatively little
traction on Facebook compared with unflagged
stories (largely from credible mainstream news
outlets) that nonetheless implied that vaccines
were harmful to health. Then, we develop a
methodology to predict the persuasive effect
of this popular Facebook content by leveraging
a combination of the “wisdom of crowds” and
machine learning to generalize the causal effects
measured in our experiments. Finally, we com-
bine the exposure data from Facebook with the
results of our predictive model and find that
the overall predicted impact of vaccine-skeptical
content on vaccine hesitancy dwarfs that of
anti-vaccine content flagged as misinformation
by fact-checkers. Together, these results sug-
gest that policies that prioritize vetting con-
tent with obvious factual inaccuracies target
only a small minority of content that could
lead to public health harms.
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Method and results

Persuasive effects of COVID-19

vaccine (mis)information

First, we consider which types of vaccine con-
tent changed willingness to take a COVID-19
vaccine, conditional on exposure (i.e., after
being viewed), using two large-scale online
survey experiments. Our approach differs
from other misinformation studies in that
we (i) measured behavioral intentions as our
outcome of interest, rather than belief in or
sharing of false (versus true) claims; and
(ii) assessed differences in persuasive effects
across messages, irrespective of their veracity.
‘We emphasize that our approach distinguishes
veracity and persuasive impact, which are not
inherently related but can be conflated in mis-
information research. For example, “COVID-19
is only as deadly as the seasonal flu” and “A
pod of humpback whales returned to the Arabian
Sea offshore from Mumbai, India, following
the COVID-19 lockdown” were both claims
labeled as “false” by experts, but only the former
is likely to affect vaccine intentions (42). Con-
versely, factually accurate content might also
affect vaccine intentions, for example, news of
the government pausing rollout of the Johnson
& Johnson COVID-19 vaccine because of con-
cerns about blood clot risks (43).

In study 1, N = 8603 American participants
from the online survey platform Lucid were
shown a neutral control post or a single piece
of vaccine misinformation from a set of 40
articles, videos, and posts previously debunked
by fact-checkers [see supplementary mate-
rials (SM) section S0.2.3 for details on stimu-
1i]. To assess impact, participants were asked
to answer a set of questions regarding their
willingness to take a COVID-19 vaccine (which
we combined into a COVID-19 vaccination ind-
ex) before and after exposure. Consistent with
conventional wisdom, we found that expo-
sure to a single piece of vaccine misinforma-
tion decreased vaccination intentions by 1.5
percentage points on average (P = 0.00004).
This effect did not vary significantly on the
basis of participants’ pretreatment vaccina-
tion intentions, gender, age, political party, or
vaccine status (P > 0.2 for all after Benjamini-
Hochberg correction; see SM sections S1.5.4
and S1.5.5 for details). Nonetheless, it did
vary substantially across different pieces of
misinformation: Whereas misinformation items
in the bottom decile of the distribution had
double the average effect—lowering vaccina-
tion intentions by 3 percentage points—the
stimuli in the top decile had a treatment effect
of zero (see SM section S0.2.7). In other words,
an item did not lower vaccination intentions
simply by virtue of being false, which suggests
that other dimensions of the content were rel-
evant beyond veracity.

In study 2, we moved beyond study I’s fo-
cus on fact-checked misinformation by col-
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lecting a representative set of 90 highly shared
vaccine-related articles sampled from Face-
book, balanced across topic and domain
quality (see SM section S0.2.3 for details on
stimuli). We then recruited N = 10,122 Amer-
ican participants from Lucid and measured the
causal effect of each piece of content on vac-
cination intentions using the same procedure
as in study 1. (We sampled a large and varied
set of content to precisely estimate which di-
mensions of content increase or decrease will-
ingness to get a vaccine on average—as opposed
to seeking to precisely estimate treatment ef-
fects for a small number of headlines.) To
quantify relevant content dimensions, we pre-
sented a new set of raters with headlines from
the 130 pieces of content collected in studies
1 and 2 and had them label the headlines on
whether they were (i) surprising, (ii) plausible,
(iii) favorable to Democrats versus Republicans,
(iv) familiar, and (v) whether the item suggested
that the vaccine was harmful versus helpful to a
person’s health (see SM section S0.2.4 for de-
tails on ratings). We then ran a random-effects
meta-regression predicting the treatment ef-
fect of each headline on the vaccination in-
tentions index using these five headline-level
features as independent variables (here we pre-
sent results pooling across studies 1 and 2 for
maximum power; see SM section S1.5.2 for
details, including disaggregated analyses).
We found that the only content dimension
that consistently predicted a headline’s effect
on vaccination intentions was the extent to
which the headline suggested that the vac-
cine was harmful to a person’s health (Fig. 1):
A 1-scale-point increase in the headline claim-
ing the vaccine is harmful to health was asso-
ciated with an effect on vaccination intentions
of —0.69 percentage points (SE: 0.19, P =
0.0003) for a model with just harmful-to-
health as a predictor and -0.49 percentage
points (SE: 0.23, P = 0.036) for a model in-
cluding other potential predictors (see SM
section S1.5.3 for associations with other con-
tent dimensions). We found no significant effect
on vaccination intentions of whether the head-
line came from a low-quality domain (e.g.,
childrenshealthdefense.org, a site known for
spreading anti-vaccine disinformation) as op-
posed to a mainstream domain (e.g., nytimes.
com) (B = —-0.27, SE: 0.23, P = 0.24). Falsity (as
judged post hoc by professional fact-checkers;
see SM section S0.2.4 for details) was associated
with a more negative effect on vaccination in-
tentions (B = -0.85, SE: 0.27, P = 0.002). Per-
haps unsurprisingly, false claims were more
likely to suggest that the vaccine is harmful
to health (B = 0.77, SE: 0.08, P < 0.00001, as
can be seen in Fig. 1). However, when predicting
treatment effect size using both veracity and
the extent to which the headline suggested
that the vaccine was harmful to health, as well
as their interaction (with variables z-scored for

interpretability), harmful-to-health remained
significant (B= -0.38, P = 0.005), whereas
veracity did not (B= —-0.21, P = 0.17; there was
also no significant interaction, p= -0.19, P =
0.16). These results indicate that suggesting
the vaccine was harmful to health reduced
vaccination intentions, irrespective of any po-
tential effect of whether the headline was
factually inaccurate.

Exposure to COVID-19 vaccine (mis)information
on Facebook

‘We next examined levels of exposure to vaccine-
related content on Facebook. Some prior re-
search supports the “infodemic” framing,
identifying cases where viral COVID-19 vac-
cine misinformation shared by a small number
of misinformation “superspreaders” gener-
ated millions of interactions on social media
(44-47). However, other work has shown that
fake news sharing and consumption is com-
paratively infrequent and highly concentrated
among the heaviest news consumers (7, 9, 10),
even in the context of COVID-19 (8). Yet little
of this prior work has been able to observe
the actual views received by specific content
on social media, instead relying on proxies
such as the number of shares or traffic to a
certain domain. In contrast, our work uses the
large-scale Social Science One dataset re-
leased by Facebook to measure the actual views
received by individual URLSs on Facebook (48).
Specifically, we identified 13,206 URLs about
the COVID-19 vaccine shared publicly >100 times
on Facebook and published during the first
3 months of 2021 (the initial rollout period
for the vaccine in the US; see SM section
S0.1.1 for dataset details).

We found that URLSs flagged by professional
fact-checkers as false, out-of-context, or a
mixture—which we will refer to as “flagged
misinformation” in our subsequent analyses—
received 8.7 million views, accounting for only
0.3% of the 2.7 billion vaccine-related URL views
during this time period (Fig. 2A). Similarly,
content from domains rated as low-credibility
[as determined in (49)] received only 5.1% of
views. Thus, exposure to flagged URL misin-
formation about vaccines on Facebook was
relatively infrequent, owing to some combina-
tion of low baseline user viewership and ex-
plicit downranking by Facebook (7, 10, 50).

As just noted, however, even content not
flagged by fact-checkers may have negative
effects on vaccination intentions [we will refer
to content that is not flagged as misinforma-
tion but still raises questions about the vaccine’s
safety and effectiveness as “vaccine-skeptical”
(29)]. For example, examining the top 10 most-
viewed vaccine-related story clusters in the
dataset revealed that several articles published
by mainstream news organizations did cast
doubt on the vaccine. For example, the most-
viewed URL across all 13,206 URLs during

2 of 8

$202 ‘0 Ae N U0 BI0'80US 195" MMM//SO1IY W) pepeoumoq



RESEARCH | RESEARCH ARTICLE
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Fig. 1. Effect of vaccine-related headlines on vaccination intentions as a function of perceived harm. False or misleading articles are indicated in blue, and
factually accurate articles are indicated in black. Overlaid in gray is the best-fit line and 95% CI from a random-effects meta-regression with treatment effect as
the outcome variable, the extent to which the article implied that the vaccine was harmful to a person’s health as a moderator, and random effects for article
and experiment.
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Fig. 2. Exposure to vaccine-related content on Facebook that was publicly
shared >100 times on Facebook during the first 3 months of 2021. View
counts are shown with 95% Cls to account for differentially private noise (see SM
section S0.1.1 for more information). (A) Total views for misinformation versus
non-misinformation content, broken down by fact-checker rating. The y axis

is square root-scaled for better visualization of misinformation content, which

received only 0.3% of vaccine-related views during this time period. (B) Total
views of the top 10 most popular story clusters across all content, where

story clusters are composed of similar URLs that have been clustered together
on the basis of their headlines and descriptions (see SM section S0.1.2 for
clustering details). The aggregate number of views on all misinformation URLs is
indicated by the red dashed line.
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this time period was a Chicago Tribune article
titled “A healthy doctor died two weeks after
getting a COVID vaccine; CDC is investigating
why.” This URL was seen by 54.9 million peo-
ple on Facebook (>20% of Facebook’s US user
base), and all URLSs related to this story were
seen at least 67.8 million times (more than six
times the number of views on all flagged mis-
information combined).

This news story and others like it contained
no intentional falsehoods and, in many cases,
indicated the uncertainty surrounding the
true cause of death (at least in the body of the
article). Nonetheless, the story’s clear implica-
tion (especially from the clickbait-style headline)
was that the vaccine may have been harmful to
health. Although some scholars and journal-
ists have identified these kinds of headlines as
true but misleading (e.g., “missing context”)
and argue that they should be considered mis-
information (33, 51), they are substantively
different from—and much more ambiguous
than—outright “fake news” and otherwise
fact-checked false stories that academic and
journalistic attention has focused on since
the 2016 election. Furthermore, little work has
been done to identify these ambiguous stories
in a systematic way at scale, compared with
tracking outright falsehoods or content from
low-credibility sources. This lack of scrutiny is
meaningful: We find that exposure to vaccine-
skeptical content far outstripped exposure to
flagged misinformation.

Scaling up estimates of persuasion
conditional on exposure

In this section, we introduce an approach for
identifying potentially harmful content at scale—
by predicting its persuasive effect rather than
on the basis of its veracity or source credibility.
To estimate the impact of flagged misinforma-
tion and vaccine-skeptical content on Facebook,
we needed to combine the exposure data in the
previous section with estimates of the causal
effect of exposure for each headline. To gen-
erate such estimates, we used a combination of
crowdsourcing and machine learning to gen-
eralize the results from our survey experiments
to the full Facebook URL dataset.

To begin, we recruited crowd raters from
CloudResearch’s Amazon Mechanical Turk
panel and had them predict whether the 130
headlines from studies 1 and 2 would cause peo-
ple to be more or less likely to take a COVID-19
vaccine (see SM section S0.3.1 for details). We
then created a “crowdsourced aggregate score”
by averaging this measure with the previously
discussed crowdsourced ratings of (i) whether
the headline suggests that vaccines are harm-
ful or helpful to health and (ii) headline accu-
racy [which, consistent with prior work (52-54),
agreed highly with expert judgments; correla-
tion coefficient () = 0.72, P < 0.000001]. Using
a random-effects meta-regression to predict
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each of the 130 headlines’ observed causal
effect on vaccination intentions in studies 1 and
2, we found that this crowdsourced aggregate
score is predictive of the actual treatment ef-
fects (Fig. 3; correlation, adjusted for sam-
pling error: 0.75, P = 0.0001, pseudo-R? = 0.34;
see SM sections S0.3.2 and S2 for details).
These results demonstrate that while the
crowd might not predict a given individual
treatment effect with high accuracy (owing in
part to the sampling error in the measure-
ment of the treatment effects in studies 1 and
2), it can successfully predict the expected
average treatment effects across the range
of crowdsourced predictions with high ac-
curacy. As we are ultimately interested in
understanding the overall impact of Facebook
content across thousands of headlines, rather
than the precise impact of any single headline,
these results demonstrate the power of crowd-
sourcing for estimating treatment effects.
Next, we recruited additional raters and
had them rate 1139 of the 13,206 URLs from
Facebook (oversampling URLs that were high-
ly viewed, covering diverse events, and flagged

N
3

[
N
&

Observed Treatment Effect on Vaccination Intentions
1
[6)]
PS)

2.0 25

by fact-checkers; see SM section S0.3.4). We
randomly split our labeled data into an 85/15
train-test split on our labeled data, stratified
on the crowdsourced predicted effect. We then
trained a machine learning model using a
COVID-Twitter-BERT architecture (55) to pre-
dict the crowdsourced scores for the full set of
13,206 URLs. We found that our model is ca-
pable of predicting the crowdsourced aggre-
gate score in our holdout test set; the vast
majority—86%—of predicted aggregate scores
were within half of a scale point of the true
aggregate score, and 99% were within 1 scale
point. On a simpler binary classification task
predicting whether the URL was hesitancy-
inducing (which we operationalize as being
below the aggregate score midpoint; see SM
section S3.6 for discussion of cutoff), the mod-
el had a 97% area under the receiver operating
characteristic curve (AUC), 91% accuracy, and
a 4% false-positive rate [i.e., only 4% of URLs
the crowd thought would increase support for
vaccine hesitancy were predicted by our mod-
el to decrease support; see SM section S3.1 for
details and robustness checks]. To predict the

3.0 3.5 4.0

Crowdsourced Aggregate Score
(1 = Less Likely to Vaccinate, 5 = More Likely to Vaccinate)

Fig. 3. Treatment effect on vaccination intentions as a function of the crowdsourced aggregate
score. The crowdsourced aggregate score was calculated using the crowds’ (i) prediction of whether the
story would increase or decrease willingness to vaccinate, (ii) harmful- versus helpful-to-health rating, and
(iii) accuracy rating (see SM section S2.1 for details). Each point corresponds to one of the 130 items in
studies 1 and 2. The overlaid gray line is the best-fit line and 95% Cl from a random-effects meta-regression
with treatment effect as the outcome variable, the crowdsourced score as a moderator, and random effects
for item and experiment. Each colored triangle shows the meta-analytic average within each decile of the
crowdsourced score and shows that the results are not dependent on the linearity assumption. We consider
all items below the midpoint of 3 to be “hesitancy-inducing.”
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causal effect (conditional on exposure) of each
URL, our ultimate goal, we passed these predicted
crowdsourced aggregate scores into the meta-
regression model in Fig. 3 to generate estimated
treatment effects (i.e., effect of exposure) for
the full set of URLs. Consistent with the ex-
perimental results of studies 1 and 2, we found
that the estimated effect on vaccination inten-
tions of the average flagged misinformation
URL is substantially more negative than the
average URL not flagged as misinformation
[tig7 = —40.2, P < 0.00001); Fig. 4A]. The me-
dian flagged URL had an estimated treatment
effect of —1.36 percentage points {95% con-
fidence interval (CI): [-1.91, —0.73]}, more than
four times larger in magnitude than the esti-
mated treatment effect of the median un-
flagged URL (-0.3 percentage points, 95% CI:
[-0.92, 0.34]). That is, when seen, the typical
fact-checked misinformation URL was pre-
dicted to reduce vaccination intentions much
more than unflagged content.

Quantifying harm caused by hesitancy-inducing
(mis)information on Facebook

Does the significantly larger negative effect
of flagged misinformation relative to unflagged
URLs, conditional on exposure, imply that
flagged misinformation had an outsized im-
pact on Facebook during the vaccine rollout?
To answer this question, we must combine the

Fact Check Rating

1.0

Density

0.5

0.0 T ]

-2 -1 0
Predicted URL Treatment Effect

Fig. 4. Predicted impact on vaccination intentions of vaccine-related
URLSs that were publicly shared >100 times on Facebook during the first
3 months of 2021. (A and B) Distribution of predicted treatment effect

estimated treatment effects shown in Fig. 4A
with the exposure data from the Social Science
One dataset shown in Fig. 2.

When we weight the estimated treatment
effect for each URL by the number of views
that URL received (Fig. 4B), we see a very dif-
ferent picture: The impact of the URLs flagged
as misinformation is dwarfed by the impact of
URLs that were not flagged but that were pre-
dicted to increase hesitancy. These unflagged
URLs had a somewhat weaker predicted im-
pact when viewed than flagged posts, but they
were viewed by vastly more people.

Because our research question focuses on
vaccine refusal, we then subsetted to the 3711
URLs predicted to be hesitancy-inducing (see
SM section S4.4 for an analysis of the full data-
set of 13,206 URLs, which gives qualitatively
similar results, and SM section S5.2 for dis-
cussion of potential impact of pro-vaccine
content). We differentiate between URLSs
flagged as misinformation versus unflagged
but hesitancy-inducing URLs. As noted pre-
viously, we use the term “vaccine-skeptical” to
refer to these unflagged hesitancy-inducing
URLs. Also as described above, flagged mis-
information URLs received only a small per-
centage of the total views of hesitancy-inducing
content—98% of the >500 million views of
content estimated to reduce vaccinations
was vaccine-skeptical rather than flagged
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misinformation. Therefore, when we take the
product of exposure and estimated impact for
each hesitancy-inducing URL (and normalize
by the total number of US Facebook users for
interpretability), we estimate that this vaccine-
skeptical content not flagged by fact-checkers
lowered self-reported vaccination intention by
a predicted —2.28 percentage points (CI: [-3.4,
—-0.99]) per US Facebook user, compared with
an effect of only —0.05 percentage points (CI:
[-0.07, —-0.02]) for flagged misinformation
(Fig. 4C). Taking the ratio of the two point
estimates, we find that the estimated impact of
vaccine-skeptical content was 46-fold greater
than that of flagged misinformation.

To shed more light on the vaccine-skeptical
content in our data, we examined the stories
predicted to have the largest effect on vacci-
nation intentions—none of which were flagged
by fact-checkers (see fig. S14). We found that
coverage of young, healthy people’s deaths
after vaccination—with headlines that did not
contextualize how exceedingly rare such deaths
were, or the uncertainty of the vaccine’s role in
causing these deaths—achieved disproportion-
ate reach, and therefore had a disproportionate
estimated impact, during this time period.

Critically, many of these high-impact vac-
cine-skeptical articles came from mainstream
sources. Although a much larger fraction of
content from low-credibility domains (66%) was
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midpoint), comparing the 183 URLs flagged as misinformation versus the
3528 URLs that were not flagged (which we refer to as vaccine-skeptical).
Shown is the total impact across each type of URL, normalized by the

on vaccination intentions across all URLs, comparing 186 URLs flagged as
misinformation (shown in red) versus 13,020 URLs not flagged by fact-checkers
(shown in blue). (A) Density plots for predicted treatment effects. Dashed

lines represent the medians of the distributions. (B) The same histogram of
URL treatment effects as in (A), weighted by the number of views each URL
received. Note that the y axis in (B) is shown on a square-root scale for better
visualization. (C) Overall predicted treatment effect among the 3711 hesitancy-
inducing URLs (i.e., predicted crowdsourced aggregate score below scale
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number of US Facebook users. The point estimates (in black) are shown with
50 and 95% Cls, calculated from a parametric bootstrap of our coefficients.
We additionally compute analytical prediction intervals, assuming worst-
case correlation among errors, and find that our results are robust even under
these extreme assumptions (see SM section S5.5). Note that for readability,
the scales for flagged misinformation differ from vaccine-skeptical content; in the
vaccine-skeptical panel, we label the average impact for flagged misinformation
with a red dashed line for reference.
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estimated to meaningfully reduce vaccination
intentions compared with content from high-
credibility domains (21%), high-credibility do-
mains posted a larger total number of articles,
and those articles received far more views on
average. As a result, low-credibility domains
were only responsible for 9.3% of the total es-
timated decrease in vaccination intentions (see
SM sections S4.5 and S4.6 for more details).
Despite the worries about misinformation su-
perspreaders (56), mainstream news outlets,
such as the New York Post and Fox News, as well
as local news outlets, were the sources of URLSs
that had the biggest overall negative predicted
impact on vaccination intentions (see fig. S12 for
full list of most hesitancy-inducing domains).

Discussion

Here, we have introduced a method combin-
ing crowdsourcing, machine learning, and
large-scale observational data for estimating
the causal effect of social media on societal
outcomes. Using this method, we have inves-
tigated the effect of COVID-19 vaccine-related
URLs that circulated on Facebook in early 2021
on self-reported vaccine hesitancy, estimating
that the combination of flagged misinforma-
tion and unflagged vaccine-skeptical content
lowered US vaccination intentions by 2.3 per-
centage points per Facebook user. However,
contrary to conventional wisdom, we show
that this effect was driven almost entirely by
vaccine-skeptical content from mainstream
sites that was not flagged as misinformation
by fact-checkers, rather than by outright false
content published by fringe outlets.

What do these findings imply about the ef-
ficacy of the most common interventions for
identifying and fighting misinformation? The
typical approaches identify misinformation
using third-party fact-checker labels or ratings
of domain quality. They involve strategies such
as surfacing fact-checker labels or corrections,
penalizing low-quality domains, or scaling digi-
tal literacy interventions that advise “checking
the source” of content (2, 57-62). Even auto-
mated systems designed to detect and limit
the spread of fake news online primarily use
databases of fact-checked claims as training
data (63-66). Although these veracity-oriented
interventions may have reduced exposure to
content that was harmful when viewed, they
are unlikely to have reduced the spread of the
type of content identified as having the most
overall negative impact in our analyses: un-
flagged vaccine-skeptical stories often pub-
lished by mainstream outlets, including the
Pulitzer Prize-winning Chicago Tribune. Had
exposure to this content been prevented, we
estimate that vaccination intentions could have
been 2.3 percentage points higher on average
among Facebook’s 233 million US users—
translating into ~3 million more vaccinated
Americans [assuming that effects on actual
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vaccinations rates were 60% the magnitude
of effects on vaccination intentions (67)]. It
has been estimated that 248 additional vac-
cinations translate into one additional life
saved (68), implying that many lives could
have been saved had vaccine-skeptical content
not been published or allowed to spread un-
checked on Facebook.

Our work also has important limitations. First
of all, our survey experiments and our obser-
vational data come from different time pe-
riods. The Facebook viewership data (which
are only available several months after the
views occurred) are from the first quarter of
2021, whereas our survey experiments were run
in mid-2022. Ideally, the experiments would
happen in real time (e.g., if our approach were
applied by technology companies). To help
address concerns regarding the delay in the
present data, we performed several robustness
checks which reexamined our results with con-
temporaneous data for experimental effects
and engagement (as a proxy for exposure), re-
spectively, which show similar patterns (see
SM sections S5.1 and S5.2).

Our work also measures survey intentions to
take a COVID-19 vaccine, rather than actual
vaccination behavior, and thus could be over-
stated. Reassuringly, Athey et al. (67) found that
survey and behavioral measures of COVID-19
vaccination are substantially correlated and,
in particular, found that a 1 percentage point
increase in vaccination intentions measured
through Facebook surveys corresponded to a
0.6 percentage point increase in the actual
county-level vaccine uptake rate (67). Other
work has also found a substantial correlation
between individual intentions to vaccinate and
vaccine uptake for non-COVID-19 vaccines
(69-71), and a meta-analysis shows a 0.55 ratio
between effects on intentions and behavior
across a variety of interventions (72). Further-
more, the intention-behavior gap is largely
concentrated among those who intend but
fail to take an action, and there is less theo-
retical evidence to suggest that intentions to
avoid an action, as in the case of vaccine re-
fusal, would be subject to an equivalently sized
gap (73, 74). Understanding more quantitative-
ly how the causal effects that change vaccina-
tion intentions we estimate here translate into
actual vaccine uptake—for example, by linking
variation in exposure to vaccine-related media
to regional vaccination rates—is an important
area for future work.

Furthermore, our Facebook data included
only URL link content and did not contain
information about native video, photo, or text-
only content. Thus, our overall finding is a
lower bound of the total amount of vaccine-
skeptical and misinformation content on
Facebook. It is possible that misinformation
(compared with factual information) was rela-
tively more prevalent among non-link-based

content (75). Future research should examine
whether non-link content about vaccines showed
different patterns than the ones found in our
analysis of URLs.

Another potential limitation is that while
our experimental participants were randomly
exposed to content, vaccine-hesitant users on
Facebook might have actively sought out anti-
vaccine content or been selectively targeted to
see it by Facebook’s algorithm and therefore
might be a different population than the one
sampled in our experiments. Although we do
not find evidence that treatment effects (con-
ditional on exposure) differed significantly on
the basis of participant characteristics (includ-
ing pretreatment vaccine attitudes), we cannot
rule out the possibility that exposure to anti-
vaccine content was concentrated in users who
were likely going to refuse the vaccine anyway.
To investigate this issue, in SM section S4.7,
we analyze the extent to which exposure to
hesitancy-inducing content was concentrated
among different demographic populations.
As one might expect, very conservative users
had information diets composed of the greatest
proportion of content predicted to be hesitancy-
inducing (27%). However, all political groups
saw at least 10% of such content and, perhaps
most concerningly, 23% of content that was
viewed by users who do not actively follow
political pages [who make up ~75% of the total
user base; see the URL Shares documentation
for details (48)] was predicted to be hesitancy-
inducing. Furthermore, the fact that >20% of
Facebook’s US population viewed the Chicago
Tribune “healthy doctor dies” story suggests
that vaccine-skeptical content achieved broad
popularity in at least some cases. Nonetheless,
understanding how repeated exposure to mis-
information and vaccine-skeptical messages
might change cumulative impact is a key di-
rection for future research.

Another open question pertains to whether
exposure to vaccination content in a social media
environment might diminish the effects we
find in our survey environment. For example,
social media users might be less attentive to each
story in their newsfeed than our survey partic-
ipants, who saw a single story rather than a
feed of content, or they might discount messages
if they are shared by untrustworthy people in
their network. However, we found no evidence
that less-attentive users were less persuaded
by the headlines in our experiments (and, in
fact, we found some evidence that less-attentive
users exhibited greater levels of persuadability,
perhaps because they were less scrutinizing
of the evidence quality; see SM section S1.5.6).
Furthermore, while source credibility can mod-
erate persuasive effects, other work has shown
that even messages from untrustworthy sour-
ces can be persuasive (76). Future work should
further compare how survey results translate
to a social media environment.
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Despite these limitations, our results have
important policy implications, highlighting
the need to consider the reach and impact of
content—not just its veracity. Whether or not
one categorizes content that is misleading
without being factually inaccurate as “mis-
information” (19, 36, 77), our findings suggest
that this gray area content has the potential to
inflict substantial societal harm. Accordingly,
researchers and technology companies should
move beyond a narrow focus on veracity and
devote more attention to understanding, track-
ing, and potentially intervening on harmful
content that is misleading without being lit-
erally false. For example, psychological inoc-
ulation is one potential approach that has been
shown to help social media users identify
“manipulative techniques” that extend beyond
outright lying (78-80). Of equal importance is
that mainstream media outlets with widespread
reach consider how readers might respond to
their reporting in ways that cause real-world
harm, despite the caveats and acknowledgment
of uncertainty included in their coverage. This
is especially relevant in a social media environ-
ment where most people only read the head-
lines and users can present true stories out of
context to support misleading narratives (32).
Rather than focusing exclusively on the accu-
racy of the facts they report, journalists might
also consider whether the resulting stories will
leave readers with an accurate worldview.

Of course, when considering efforts to re-
duce the reach of content that is potentially
misleading but not unambiguously false, it is
essential to balance the desire to reduce harm
against the importance of free expression. De-
ciding how to weigh these competing values is
an extremely challenging normative question
with no straightforward solution. However,
an informed discussion of this trade-off is
impossible without being able to quantify the
impact of such policies. Here, we provide an
approach for conducting such quantification.

Finally, our approach contributes to a grow-
ing body of literature offering an alternative
to the traditional social science research ap-
proach in which a single experiment serves
as a test of theory (81). Instead, we demon-
strate how it is possible to discover which
content has an impact from the “bottom-up”
rather than relying on the (potentially biased)
inclinations of researchers or technology com-
pany employees. Our approach offers a repli-
cable framework for researchers (and social
media companies) to identify and measure the
impact of potentially harmful content in con-
texts where field experiments are not possible.
In contrast to recent work examining the role
of Facebook in the 2020 election (11, 16-18),
which resulted from an intensive, one-off col-
laboration between academics and Facebook
researchers, our method requires only minimal
Facebook data access and offers an actionable
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strategy for continuously improving platforms.
Although future work is needed to assess the
extent to which this crowd prediction approach
generalizes to topics beyond COVID-19 vacci-
nation, we are optimistic that such a method
could be replicated by other researchers, both
external and internal to Facebook, and applied
to new contexts or outcomes (e.g., identifying
which content on the social media platform X
exacerbates or decreases affective polarization)
(82-84). If shown to be robust, we believe this
approach can allow policy-makers to make de-
cisions about mitigating harm that are based
on evidence and quantitative assessments, rather
than simply on intuition.

Materials and methods summary

For our experimental design, we ran two sur-
vey experiments on the online survey platform
Lucid (V = 8603 and N = 10,122, respectively)
testing the effect of a single exposure to vac-
cine (mis)information on intentions to take
a future COVID-19 vaccine. Participants were
exposed to either control or treatment head-
lines mimicking a social media format and
then asked about their intentions to take a
future COVID-19 vaccine on a scale of O to 100.
Then, for our exposure analysis, we used Social
Science One and Facebook’s URL Shares data-
set to identify 13,206 URLs that were related to
the COVID-19 vaccine and were popular on
Facebook in the US from January to March
of 2021. We calculated the number of unique
US Facebook users who viewed each URL and
labeled content as “flagged misinformation” if it
was rated as such by third-party fact-checkers.
Finally, we built a crowd-machine pipeline to
predict the impact of each Facebook URL on
US vaccination intentions. We first recruited
177 laypeople from CloudResearch’s Amazon
Mechanical Turk panel to predict the persuasive
effect of each of the 130 items. We then used a
COVID-Twitter-BERT machine-learning model
trained on these crowdsourced judgments to
predict treatment effects for the entire set of
13,206 URLs from their headlines and descrip-
tions. We explored different models and chose
the one with the lowest test set mean squared
error (in addition to other evaluation metrics)
(55). Full details of the experiments, Facebook
dataset, and crowd-machine pipeline can be
found in the supplementary materials.
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