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Abstract

The concept of critical thinking enjoys a near-universal positive conno-

tation. Existing de�nitions of critical thinking, however, tend to be rather

vague, and, as a consequence, they provide neither an accurate nor a precise

understanding of critical thinking. In this paper, I propose to understand

critical thinking as a metacognitive skill applicable to the evaluation of truth
claims. Critical thinking as a metacognitive skill consists of three compo-

nents: Minimization of logical fallacies, minimization of cognitive biases, and

a probabilistic epistemology. Understood in this manner, critical thinking

can improve the quality of our inferences about the world.
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1 Introduction: The fuzzy concept of critical think-
ing

Are you a critical thinker? Chances are, your answer is Yes. Critical thinking is a

concept that enjoys a strong and, quite possibly, universal positive connotation.

We intuitively associate critical thinking with the idea of not simply believing

things others tell us to believe. Instead, a critical thinker is one who uses his

or her own faculties in order to �nd out the truth, autonomously and without

succumbing to any naïveté in the process. Critical thinking, then, means a form

of highly desirable thinking; critical thinking is how we should be thinking.

Even though the notion of critical thinking probably enjoys universal support,

the speci�c nature of critical thinking is not very clear. There is some baseline

agreement that critical thinking as «good» thinking means thinking that is au-

tonomous, inquisitive and thorough, whereas regular, uncritical thinking means

thinking that is automatic, unre�ected and error-prone. Such a baseline agree-

ment, however, is little more than an ex negativo de�nition
1
, and it leaves much

to be desired. With such a vague understanding of critical thinking, we might

think that we sort of know what is meant, but really, we don’t.

The fact that we deem critical thinking to be normatively desirable but struggle

to properly de�ne it gives it the air of an essentially contested concept [1]: A concept

for which there is some basic agreement over its de�nition, but for which there is

disagreement over its complete de�nition. A prototypical example of an essentially

contested concept is the concept of democracy. Most people probably agree that

democracy is a good thing
2
, but it is very di�cult to provide a clear and universally

acceptable de�nition of what democracy should and should not entail.

It’s very much possible that even such a vague, essentially contested under-

standing of critical thinking is of non-trivial practical use. By merely pointing out

that not every kind of thinking is good and that, consequently, we should strive

to reduce the amount of our uncritical thinking, we will probably induce some

positive change to our thinking routines. Or, put more simply: By being told to

think critically, we are being motivated to think about our thinking. Thinking

about our thinking, in turn, results in more deliberate and careful thinking, which

is desirable. This means that by the mere act of thinking about how we think, we

enter a di�erent mode of thinking: For the most part, thinking simply happens,

but when we think about thinking, we are being more aware of our thinking.

1
Critical thinking is essentially understood as ¬uncritical («not uncritical») thinking. That

statement is logically true, but de�nitorially empty if neither the properties of critical thinking

nor the properties of uncritical thinking are explicitly de�ned.

2
Or, put more precisely: A majority of people who live in democratic polities agree that

democracy is a good way for a polity to be organized.
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If a vague, fuzzy idea of critical thinking as «good thinking» is likely to have

positive impact, should we, then, conclude that critical thinking is an essentially

contested concept and simply regard the concept’s vagueness to be its de�ning

property? After all, we have just concluded that even such a vague and fuzzy

notion of critical thinking is bene�cial. Such a conclusion would be misguided.

Critical thinking is not an essentially contested concept, but it is actually a concept

that so far has not received enough attention. This means that critical thinking is a

fuzzy concept not because opposing de�nitions have reached a state of conceptual

equilibrium, but because there are actually only relatively few attempts to de�ne

critical thinking, and the existing attempts are, for the most part, preliminary and

incomplete.

The goal of the present paper is, �rst, to present a brief critique of common

de�nitions of critical thinking in section 2. Of course, I am not the �rst person to

argue that there is something amiss with how we think of critical thinking [2].

However, just pointing out that there is a problem is not enough – that is why,

second, I introduce a generalized de�nition of critical thinking in section 3. This

newly introduced de�nition aims to overcome the shortcomings of the de�nitions

that have been proposed so far. Finally, in section 4 I address some implications

that arise given the generalized de�nition introduced in this paper.

2 The problems with current de�nitions of criti-
cal thinking

There are a number of attempts to de�ne critical thinking, and those attempts

do not stem from a single academic discipline or conceptual tradition; there is

no one canon or canalization of ideas about critical thinking. This section aims

to provide a rough typology of critical thinking de�nitions, so as to outline the

main components of the current de�nitorial trajectories, and with them, the main

shortcomings of the current de�nitorial trajectories.

2.1 Descriptive de�nitions
The dominant type of critical thinking de�nition is the descriptive one. This type

of de�nition is easily recognizable because it consists of a description of some

attributes of critical thinking instead of a de�nition proper. Or, to put it di�erently,

they are merely adjectives that describe the adjective «critical». A widely used

de�nition of critical thinking that was introduced by Ennis [3] is precisely such a

descriptive one:

[R]easonable re�ective thinking that is focused on deciding what to
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think and do.

This de�nition introduces the descriptors «reasonable» and «re�ective» in

lieu of «critical», but in doing so, no actual de�nition is provided. The terms

«reasonable» and «re�ective» are themselves rather vague and thus in need of

additional conceptual clari�cation.

An in�uential conceptual work by Lipman [4] proposes to understand critical

thinking as a form of thinking that has three properties (italics in the original):

(1) it is self-corrective thinking; (2) it is thinking with criteria; and (3)

it is thinking that is sensitive to context.

Criticizing this de�nition as a descriptive one might seem unfair, because the

properties of self-correctiveness, criteria and context sensitivity might very well

be elaborated in greater detail. And they are, but only, again, in a descriptive

manner and not really a de�nitorial one. For example, the author describes the

property of self-correctiveness as follows:

What has come to be known as scienti�c method is a distillation of

the exploratory and self-corrective procedures employed by ordinary

persons in everyday life. These same, self-corrective procedures

are responsible for the emergence of logic. In turn, science and logic

provide us with models that we can attempt to internalize and emulate

in our thinking.

This clari�cation amounts to little more than additional descriptions. In ad-

dition, this speci�c argument is circular in nature: The source of the «scienti�c

method» and logic are «self-corrective procedures» that people employ in every-

day life. But science and logic, in turn, inform our thinking and provide us with

«models» that we can internalize and «emulate» in our thinking. This reads a

whole lot like our thinking gives rise to our thinking, which is, �rst, a circular

way of thinking about the chronological, causal order of a�airs, and it is, second,

a purely descriptive way of thinking about critical thinking, and thus, it is no

de�nition at all.

Another well-known de�nition of critical thinking is proposed by Paul [5]:

Critical thinking is disciplined, self-directed thinking that exempli�es

the perfections of thinking appropriate to a particular mode or domain

of thought.

In the above descriptive de�nition, two vague attributes are introduced, «dis-

ciplined» and «self-directed». The main de�nitorial component, however, is the
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notion that critical thinking exempli�es the «perfections of thinking». Unfortu-

nately, the author describes these «perfections» only in a fairly vague manner.

«Perfections» of thinking are qualities such as clarity, precision, logicalness, depth,

and «imperfections» of thinking are the opposites of the perfections, such as

unclarity, imprecision, illogicalness, and super�ciality. Of course, intuitively, we

deem these «perfections» as more desirable than the «imperfections», but in

de�nitorial terms, such fuzzy and emotionally loaded notions are of very little

use. To make matters worse, in the above de�nition, the author is suggesting

that critical thinking should only «exemplify» the desirable qualities that he

calls «perfections». Ultimately, the above de�nition, then, proposes that critical

thinking should be sort of something that is like some things that we think are

good. There’s a double vagueness in that de�nition that defeats the whole purpose

of proposing a de�nition.

Another de�nition that has considerable impact on how critical thinking is

understood is proposed by Facione [6]:

We understand critical thinking to be purposeful, self-regulatory

judgment which results in interpretation, analysis, evaluation, and

inference, as well as explanation of the evidential, conceptual, method-

ological, criteriological, or contextual considerations upon which that

judgment is based. CT is essential as a tool of inquiry.

[...]

The ideal critical thinker is habitually inquisitive, well-informed, trust-

ful of reason, open-minded, �exible, fair-minded in evaluation, honest

in facing personal biases, prudent in making judgments, willing to

reconsider, clear about issues, orderly in complex matters, diligent in

seeking relevant information, reasonable in the selection of criteria,

focused in inquiry, and persistent in seeking results which are as

precise as the subject and the circumstances of inquiry permit.

This de�nition is the result of the deliberation of a range of experts, and it

is a very vivid description of critical thinking. But it is, essentially, just that:

A description that is a (fairly large) collection of attributes. The de�nitorial

component of the de�nition in toto (which is even longer than the excerpt above)

is that critical thinking is «judgement»; a statement that carries precious little

information.

To summarize, the problem with descriptive de�nitions of critical thinking is

that they, essentially, only introduce attributes of critical thinking, but they fail

to provide an actual de�nition. Descriptive de�nitions of critical thinking fail to

propose what critical thinking is, and instead, they describe what it looks like.
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You can think of the problem with descriptive de�nitions with an analogy. Say

you asked me «What is a chicken?», and I was to tell you «Chicken are usually not

taller than 50cm and weigh between one and four kilograms; they have wings and

feathers, but they are unable to �y». You would have learned some properties of

chicken, but you’d be none the wiser about what chicken actually are – I described

a chicken, I did not de�ne it.

2.2 Proceduralist de�nitions

The «thinking» part of the term critical thinking is quite suggestive of the fact

that critical thinking is related to some sort of process. Indeed, this can almost be

regarded as a truism: Thinking does not describe a state, but a change of states;

to think means to process information in some way. It is only logical, of course,

that the process character of thinking applies to the critical kind as well.

The relevance of the process dimension of critical thinking features promi-

nently in the proceduralist understanding of critical thinking. In the proceduralist

understanding, critical thinking is described primarily in terms of the speci�c

steps that are to be performed during the thinking process. This means that in

the proceduralist understanding, critical thinking is de�ned in terms of ritualistic

actions. I am not using the term «ritualistic» in a condescending way; I don’t

mean to imply that proceduralist understandings of critical thinking simply pro-

pose rituals, similar to, say, rituals in religious contexts. The term «ritualistic

action» simply summarizes the main problem with proceduralist understandings

of critical thinking: Those understandings are focused on describing the things

one should do in order to think critically, but they do not actually de�ne what

critical thinking is.

One prominent streak of proceduralist de�nitions is the idea that critical

thinking consists of «asking the right questions». This idea is prominently on

display in a de�nition by Browne and Keeley [7, p. 2]:

Consequently, critical thinking, as we will use the term, refers to the

following:

1. awareness of a set of interrelated critical questions;

2. ability to ask and answer critical questions at appropriate times;

and the

3. desire to actively use the critical questions.

In the above de�nition, the ritualistic nature of the proceduralist understand-

ing of critical thinking is on clear display: Knowing the right questions, asking
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(and answering) the right questions, and desiring to use these right questions sim-

ply means performing a set of instructions over and over again. As I mentioned

in the introduction, any mechanism that makes us re�ect upon our thinking and

thus makes our thinking more deliberate is likely to have a positive impact on the

quality of our thinking. In this sense, proceduralist de�nitions such as the above

probably do have some positive impact. However, since they are instructions on

how to perform critical thinking, proceduralist de�nitions fail to actually de�ne

critical thinking. Obviously, de�ning critical thinking as an instruction for how to

perform critical thinking is not a valid de�nition, but rather a somewhat recursive

circular argument.

Another proceduralist de�nition of critical thinking that bears great similarity

to «asking the right questions» is proposed by Willingham [8]:

[C]ritical thinking consists of seeing both sides of an issue, being

open to new evidence that discon�rms your ideas, reasoning dispas-

sionately, demanding that claims be backed by evidence, deducing

and inferring conclusions from available facts, solving problems, and

so forth.

Everything in that de�nition sounds very plausible, and it can be boiled down

to something like «try to be objective». That is, of course, good advice in and

of itself, but it is not su�cient as a de�nition. To be fair, the author of the

above de�nition does actually present it as a de�nition in «layperson terms».

However, it’s not exactly clear what a «layperson» means when it comes to

critical thinking, and, more importantly, the problem with the above de�nition is

not its terminology, but its latent proceduralist premise. The «expert» de�nition

that the author o�ers in contrast to the layperson one is the following (italics in

the original):

From the cognitive scientists point of view, the mental activities that

are typically called critical thinking are actually a subset of three

types of thinking: reasoning, making judgments and decisions, and

problem solving.

[...]

Critical reasoning, decision making, and problem solving—which,

for brevity’s sake, I will refer to as critical thinking—have three key

features: e�ectiveness, novelty, and self-direction.

This de�nitions starts out as yet another proceduralist one – «reasoning»,

«making judgements and decisions», and «problem solving» – , and the proce-

duralist de�nition is then de�ned in descriptive terms, with a set of attributes
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of critical thinking. This cannot serve as a proper de�nition of critical thinking,

because it is merely a marriage of a proceduralist with a descriptive notion.

Another very popular de�nition of critical thinking is proposed by Scriven

and Paul [9]:

Critical thinking is the intellectually disciplined process of actively

and skillfully conceptualizing, applying, analyzing, synthesizing,

and/or evaluating information gathered from, or generated by, ob-

servation, experience, re�ection, reasoning, or communication, as a

guide to belief and action.

This de�nition is, at �rst, appealing, because it encompasses a range of actions

that make intuitive sense. But there are at least three problems with this de�nition.

First, and obviously, it is a strongly proceduralist one, given that it is, basically,

a list of actions that are to be performed in order to think critically. Second,

the de�nition contains an «and / or» and an «or». This means that we don’t

know which of the activities are necessary conditions, and which are su�cient

conditions. Third, this de�nition operates with the vague descriptor «intellectually

disciplined» which does not add any de�nitorial clarity, but rather obscures the

proposed de�nition.

Another de�nition with notable prevalence in the literature is proposed by

Paul and Elder [10, p. 4]:

Critical thinking is the art of analyzing and evaluating thinking with

a view to improving it.

This de�nition begins with the statement that critical thinking is an «art».

What is that supposed to mean, exactly? Oftentimes, when something is called an

art, it is juxtaposed with something that is clearly de�ned and measurable; «it’s

not a science, it’s an art». By stating that critical thinking is an art, the authors of

the above de�nition are preemptively defeating the purpose of their de�nitorial

e�orts – by calling critical thinking an art, critical thinking is described as a fuzzy,

vague concept. The rest of the de�nition is rather standard proceduralist fare:

Critical thinking is the «art» of analyzing and evaluating thinking.

In summary, proceduralist de�nitions of critical thinking are de�nitions that

are ritualistic in nature: Proceduralist de�nitions describe di�erent actions that,

supposedly, lead to critical thinking by means of taking these actions. Proce-

duralist understandings of critical thinking, therefore, take the form of a set of

instructions, which in and of themselves might very well have some positive

impact. However, as de�nitions, they ultimately fail, since they are only an exten-

sion of descriptive de�nitions. Instead of proposing a set of vague attributes that
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describe critical thinking, proceduralist de�nitions propose a set of actions that,

together, lead to the process of thinking critically. If we go back to the example

of the de�nition of a chicken, the problem of proceduralit de�nitions becomes

obvious. If I de�ned a chicken as «An animal that is constantly walking around,

but not �ying, and it lays an egg about once a day», that de�nition would be

very lacking. Basically, it’s little more than a descriptive de�nition, for which the

adjectives have been replaced with verbs. All the vagueness and uncertainty of

the descriptive de�nitions remain.

2.3 Outcome-oriented de�nitions
While descriptive and proceduralist notions predominate in the existing attempts

to de�ne critical thinking, some de�nitions (additionally) de�ne critical thinking

in terms of the outcome of critical thinking. One such de�nition is proposed by

Halpern [11, p. 8]:

Critical thinking is the use of those cognitive skills or strategies that

increase the probability of a desirable outcome. It is used to describe

thinking that is purposeful, reasoned, and goal directed – the kind

of thinking involved in solving problems, formulating inferences,

calculating likelihoods, and making decisions, when the thinker is

using skills that are thoughtful and e�ective for the particular context

and type of thinking task.

Large parts of the above de�nition are descriptive, but there is an outcome-

oriented element mentioned twice. First, the author states that critical thinking

is supposed to «increase the probability of a desirable outcome», and then, later

on, that critical thinking means «using skills that are thoughtful and e�ective

for the particular context and type of thinking task». Such an understanding of

critical thinking is intuitively appealing. Of course, there is a latent expectation

that critical thinking will have some sort of outcome – usually, when we engage

in any sort of thinking, something results from it, be it a speci�c decision, or more

generally, some sort of insight or inference. However, turning this factoid around

and expecting that the outcome of critical thinking can be used to de�ne critical

thinking is a fallacy.

Suppose, for the sake of argument, that critical thinking produces one speci�c,

particular type of «good» outcome, outcome X. Furthermore, let there be one

speci�c, particular type of «bad» outcome, outcome Y. Furthermore, let us assume

that critical thinking deterministically always produces outcome X. Would the

presence of outcome X be enough to infer the presence of critical thinking? No,

of course not – as a matter of fact, such an inference is always logically false. This
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kind of fallacy is called a�rming the consequent. Depicted as the relationship

between premises and conlusion, the fallacy becomes obvious:

1. critical thinking → X

2. X

3. critical thinking

If you are wondering why this fallacy is a fallacy, consider that constellation

in another context. Let critical thinking be replaced by «to rain», and the outcome

X by «wet street». Then you arrive at something like this:

1. rain → wet street

2. wet street

3. rain

Now, of course, we know that when the street is wet, it’s possible that it has

been raining. But logically, we cannot state that this is always the case. Maybe

someone has been washing their car on the street and that’s what made it wet, or

some kids in the neighborhood have been cooling o� with a garden hose, or an

underground pipe burst, and so forth.

An outcome-oriented de�nition of critical thinking is well-intentioned and

intuitively sensible, but it is logically fallacious. That doesn’t mean that we should

not care about outcomes at all. Of course, it’s very important to assess whether

critical thinking produces outcomes that are superior to outcomes generated

by uncritical modes of thinking. I would go even as far as saying that one of

the main reasons why we even care about critical thinking in the �rst place is

precisely the assumption that critical thinking as a way of «throughput» produces

superior «output». Even though this question of outcomes is very important, it

is not suitable for de�nitorial purposes. If you don’t care about the above point

about logical fallacies, there’s another angle to the problem of outcome-oriented

de�nitions. De�ning critical thinking in terms of its outcomes means to engage

in a peculiar form of circular reasoning. Critical thinking, so the assumption

goes, produces a set of outcomes X. Therefore, critical thinking is de�ned as X.

However, if we then try do de�ne X, we de�ne it as critical thinking. This means

that critical thinking is de�ned in terms of X, and X is de�ned in terms of critical

thinking. Obviously, there is information missing here.
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2.4 Domain-speci�c de�nitions
The �nal group of de�nitions of critical thinking is what I call domain-speci�c

de�nitions. This type of understanding is not very prevalent, but it warrants

attention. A domain-speci�c understanding of critical thinking might not, in

and of itself, propose a full de�nition of critical thinking, but the component of

domain-speci�city is far-reaching enough so as to have a fundamental impact on

any kind of de�nition of critical thinking. Essentially, the argument of domain-

speci�city is that critical thinking is not a universally applicable skill, but rather

a domain-speci�c skill: Applying critical thinking in context A and for task 1 is

not the same as applying critical thinking in context B and for task 2.

In an in�uential paper, Willingham [8] argues that critical thinking is inextri-

cably linked to the speci�c domains in which it is to be applied:

The processes of thinking are intertwined with the content of thought

(that is, domain knowledge). Thus, if you remind a student to “look at

an issue from multiple perspectives” often enough, he will learn that

he ought to do so, but if he doesn’t know much about an issue, he can’t

think about it from multiple perspectives. You can teach students

maxims about how they ought to think, but without background

knowledge and practice, they probably will not be able to implement

the advice they memorize.

This idea is not only conceptual in nature, but seems to be supported by

some experimental evidence as well [12]. What, then, are we to make of this?

Is critical thinking not a skill that can be used independent of speci�c contexts?

I think the argument of domain-speci�city is somewhat of a misunderstanding.

In the de�nition quoted above, critical thinking is implicitly understood in the

outcome-oriented sense. When students
3

have to think about some issue that

they are familiar with, they can, so the argument goes, apply critical thinking,

because they know the subject matter well enough so that they can think about

it in non-routine ways. When, on the other hand, it comes to issues that they are

unfamiliar with, students cannot apply critical thinking, because they don’t really

know what to apply it to. This idea implicitly states that critical thinking means

obtaining an outcome that �ts some unspeci�ed criteria. That notion is wrong. Of

course, it is very well possible that people in general, not just students, will arrive

at di�erent outcomes, depending on how well they know some area or topic.

For example, when presented with an engineering problem, an engineer will

almost certainly arrive at di�erent outcomes than a non-engineer. However, the

outcome really doesn’t matter. When applying critical thinking, a non-engineer

3
I’m talking about students here simply to stick with the example from the above quote.
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will, ideally, come to the conclusion that he or she lacks the necessary knowledge

in order to come to a useful or usefully certain solution to the problem at hand –

critical thinking will help evaluate one’s own thinking, and it will help quantify

the uncertainty of one’s own thinking
4
.

As for the empirical study cited above that, apparently, supports the domain-

speci�c notion of critical thinking: The study doesn’t actually measure critical

thinking, but the susceptibility to the so-called "belief bias" [13]. The belief bias

refers to the fact that we are more likely to accept conclusions as true that seem

subjectively right to us, regardless of the quality of the argument that leads to

those conclusions. The study cited above essentially states that belief bias is

heightened in domains where test subjects were relatively less knowledgeable.

Of course, that doesn’t mean that critical thinking is domain speci�c – but rather

that critical thinking is especially necessary when making inferences in low-

information settings. In that sense, domain-speci�c de�nitions of critical thinking

are welcome, because they, inadvertently, demonstrate why critical thinking is

necessary in the �rst place – the belief bias is one of many reasons why our

routinized way of thinking can lead us astray.

2.5 Summarized: Existing de�nitions describe a lot and de-
�ne little

In the preceding sections, I have argued at some length that and how existing

de�nitions of critical thinking fall short of being actual de�nitions. Does that

mean we should completely discard everything the existing de�nitions propose?

No: ceteris paribus, the existing de�nitions help understand critical thinking better

than a total absence of de�nitions. This means that I don’t believe that the existing

de�nitions point in the wrong direction; the net amount of understanding critical

thinking is higher than zero with the existing de�nitions. The problem with the

de�nitions that have been proposed so far, then, is not that they are completely

wrong per se, but rather that they avoid the crucial step of precisely and accurately

de�ning critical thinking, and instead leapfrog to various types of descriptions of

critical thinking.

Describing critical thinking in di�erent ways – the purely descriptive, the

proceduralist and the outcome-oriented way – is very welcome. But if we do not

have a de�nitorial foundation upon which these descriptions are based on, they

are bound to remain vague and, ultimately, of very limited use. For that reason, I

introduce a generalized de�nition of critical thinking.

4
Don’t take this as a de�nition of critical thinking! The de�nition is following in section 3
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3 A generalized de�nition of critical thinking
I propose the following as a generalized de�nition of critical thinking:

Critical thinking is a metacognitive skill applicable to the evaluation
of truth claims. Critical thinking consists of three components: Mini-
mization of logical fallacies, minimization of cognitive biases, and a
probabilistic epistemology.

As far as de�nitions go, this one is not really ideal, because it consists of two

parts, the actual de�nition, and an additional explanation for the de�nition. But

I believe this de�nition is still concise enough so as to be of some generalized

use. There are �ve elements in this de�nition that warrant some explanation:

Metacognition; truth claims; logic; cognitive biases; probabilistic epistemology. I

delve into these elements in the following subsections.

First, however, let me address another aspect of this de�nition: What does it

mean for the above de�nition to be «generalized»? The descriptor «generalized»

is there to make explicit the fact that the de�nition I introduce is intended to be

universal: Critical thinking as introduced here and elaborated in the subsections

below is a metacognitive skill that transcends empirical contexts and actors. I

propose critical thinking as a generalized skill because, �rst, I regard human

cognition as essentially universal. Of course, no two people think exactly alike,

but the basic facts of human biology, to borrow a term from Searle [14], are much

the same for everyone. Second, the principle of generalization also expresses a

�rm opposition to the misguided notion of critical thinking as a domain-speci�c

skill (cf. subsection 2.4 for a critique of that notion): Critical thinking is a skill

that can be applied in all manners of domains, independent of contextual factors.

3.1 Metacognition and truth claims
The term metacognition has been around for close to forty years [15], even though

what it describes has been around for as long as humans have been engaging

in philosophy. Metacognition simply means directing one’s thinking at one’s

thinking – when we think about the way we think, we engage in a metacognitive

process. Of course, most of us are not professional philosophers, but metacogni-

tion comes to us fairly naturally, mostly without us actively seeking to engage

in metacognition. For example, if you have ever told someone something along

the lines of «What were you thinking?», you were engaging in a metacognitive

process, and you tried to elicit the same in someone else
5
.

5
This understanding of «What were you thinking?» is probably a little bit too charitable.

Usually, when we address someone like this, we are not genuinely curious about why someone
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Metacognition, then, is not something special, nor is it especially rare. Critical

thinking as a metacognitive skill, however, is a skill intended for one primary

purpose: The evaluation of truth claims. Truth claims are propositional utterances

that posit that the validity claim in question is true. More speci�cally, the truth

claims that I am referring to are sometimes described as representative [16] or

constative [17] speech acts: The claim that an uttered proposition about the

objective world is true. Some people tend to recoil a bit when there is talk about

things like «objective world» and «truth», simply because not everyone shares

the same ontology, the understanding of the nature of being. There are two

positions one can take when it comes to potential ontological worries. The �rst

one is mostly practical: You don’t have to care about ontology at all, because what

matters is simply that someone makes a truth claim. What we are subsequently

interested in is not the claimants general beliefs about the world, but rather the

degree to which the speci�c posited truth claim can be regarded as true or as false.

But, of course, this is an ad hoc approach, and I advise against it. In order to use

critical thinking as a metacognitive skill in a consistent manner, you have to have

some ontological foundation. A foundation that is appropriate here is ontological

realism: The physical world exists independently of our representations of it [18,

19], and the degree to which a truth claim can be regarded as true or false depends

on how well the truth claim corresponds to reality. If you reject realism, now is

probably a good time to stop reading this paper
6
.

Critical thinking, as de�ned above, is a metacognitive skill applicable to the

evaluation of truth claims. That does not mean, however, that critical thinking

will directly tell you whether a truth claim is true or not. Critical thinking is a

metacognitive skill, which means that it is used to think about the way you are

evaluating truth claims. Critical thinking, then, is supposed to make the way you

are trying to evaluate whether a truth claim is true or not less error-prone and,

consequently, more reliable and more valid. In other words: Critical thinking is

not going to give you answers, but it will increase the probability that you arrive

at correct answers.

3.2 Minimization of logical fallacies

Being logical is, probably, seen as a positive quality in a similarly quasi-universal

way as is critical thinking. Thankfully, the concept of logic is much less vague

thinks the way they do, but rather, we are making an accusation, or expressing frustration and

anger, and so forth.

6
Just to prevent potential confusion: Realism does not mean that we have perfect access to

reality, nor that we can perfectly evaluate whether a truth claim corresponds to reality. Criti-

cal thinking, as I argue in subsection 3.4, is precisely intended to make these epistemological

uncertainties explicit and quanti�able.
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and fuzzy than the concept of critical thinking, so it’s much easier to specify what

is meant by being logical.

In essence, a logical statement means an argument for which the conclusion

follows from the premises. Such as this one:

1. day → ¬night

2. day

3. ¬night

This is a trivial argument which everyone will immediately understand to be

true, without any scrutiny of logic: If it’s day, it’s not night. It’s day; therefore,

it’s not night. This argument is logically true, because the conclusion follows

from the premises. But maybe you’re wondering about the empirical nature

of that argument. Sure, when it’s daytime at location A, it’s not nighttime at

location A. But there are places in the world, and on many other planets in the

known universe, where it is nighttime while it’s daytime at location A. You are

perfectly correct to interject in that manner – but you are referring to the empirical

content of the argument, and not to its formal logic. Formally, the argument is

true. Another argument that is formally true but empirically questionable is the

following one:

1. love → God

2. love

3. God

If there is love in the world, there is a God. There is love in the world, and

therefore, there is a God. This is, in a nutshell, the reasoning behind so-called

«proofs» for the existence of a God, such as the famous one by Gödel [20]. The

above argument is formally true, but you might wonder whether its informal,

empirical content is true as well; you might question the premises.

The two above examples show that there are, generally, two types of logical

consistency that matter, formal and informal. Consequently, we are prone to

formal as well as informal logical fallacies [21, 22, 23, 24, 25]. Critical thinking

entails arguing in a logically consistent manner both formally and informally. In

doing so, we are minimizing logical fallacies.

There are many possible types of logical fallacies; far too many to list them all

here. Instead of exhaustively discussing all logical fallacies, it’s more important

to keep in mind some general properties of logical fallacies. First, formal fallacies

supersede informal fallacies with regard to their impact on the conclusion of the
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Table 1: Impact of formal and informal truth on overall argument truth.

formal truth informal truth overall argument truth

false false false

true false false

true true true

argument. Every argument contains both formal and informal logic. If there is a

formal fallacy present in the argument, the argument is always false, regardless

of the quality of its informal component. If, however, an argument is formally

true, it can either be informally true or informally false. The relationship between

formal and informal logic is summarized in Table 1.

Back in subsection 2.3, we have already encountered an argument that is

formally fallacious. It was this one:

1. rain → wet street

2. wet street

3. rain

This argument is formally false, because you are a�rming the consequent.

Because this argument is formally false, its informal, empirical content is auto-

matically false as well. Informally, meaning empirically, we know that rain can

make the street wet; this informal knowledge is what we express formally with

rain → wet street. But we also know that many other things can make the

street wet – this additional piece of informal knowledge is expressed by the fact

that we don’t posit the additional premise wet street → rain.

Above, the «God proof» argument has also been introduced. That argument

is formally true, but informally false
7
. There are many more examples of purely

informal fallacies. It is di�cult to quantify which informal fallacies are most

prominent and have the greatest impact on the quality of our evaluation of truth

claims. Some informal fallacies that can be encountered frequently are the ad

7
Or, at the very least, the informal status of the premise love → God is uncertain; there is, as

far as I can tell, no empirically sound reason to accept that premise as true.
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hominem fallacy
8
, the argument from popularity

9
, the appeal to tradition

10
, the

argument to moderation
11

, or the appeal to authority
12

.

The second important aspect of logical fallacies is that, for the purpose of

critical thinking, an argument can be regarded as true only when it is true both
formally and informally, as is depicted in the bottom row in Table 1. As I argue

in subsection 3.1, critical thinking applies to the evaluation of truth claims, and

truth claims are claims about reality. That is why informal fallacies matter as

much as formal fallacies when it comes to critical thinking: We do not only care

whether conclusions follow properly from the premises on a formal level, but

also, additionally, whether the content of the premises is true, meaning, whether

the content of the premises itself corresponds to reality.

The third important aspect of logical fallacies is that they are insidious. Of

course, logical fallacies are not actors who act insidiously; fallacies are not in-

sidious in a literal way. They are insidious in a �gurative way: It’s very easy

to unambiguously detect and describe logical fallacies in theory, but it’s not

easy to do so in practice, when we are evaluating truth claims. Real-world truth

claims are usually not isolated as arguments with clearly demarcated premises

and conclusions, but rather, they are embedded in a greater narrative, with a lot

of verbiage and «storytelling» that serves the dual purpose of explaining one’s

arguments in greater detail as well as persuading others of the truth of one’s

arguments.

8
By attacking some trait of a person, you try to prove the person’s argument as wrong.

Example: «Steve says that vaccines do not cause autism. However, Steve is wrong, because he

is arrogant.». The informally false premise here is the assertion that arrogance makes someone

wrong on the issue of vaccines and autism.

9
You try to prove the truth of a claim by pointing out its popularity. Example: «Homeopathy

works beyond the placebo, because millions of people use homeopathy regularly.». The premise

that the mere popularity of therapeutic procedures is indicative of their e�cacy and e�ectiveness

is false.

10
You try to prove a claim as true by arguing that something has been done for a long time.

Example:«Witches exist, because we have been burning witches for hundreds of years». The

premise that the existence of a tradition is proof of the truth of the belief of that tradition is false.

11
If there are two opposing opinions, you argue that the best solution lies in the middle. Example:

«Marc says that astrology works. Jennifer says that astrology doesn’t work. The truth is that

astrology works sometimes, but not always.». The premise that the middle ground is always the

best solution is false.

12
You try to prove a claim by pointing out that some person or entity of authority shares your

opinion. Example: «The earth is a �at disc. John says so, and John has a PhD.» The premise that

some sort of authority in the form of, for example, expertise in a scienti�c �eld automatically

proves a claim is false. Even if, in this example, John was an expert in a �eld relevant to the claim

at hand, simply referring to his status as an expert without evaluating his concrete arguments is

fallacious.
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3.3 Minimization of cognitive biases

When we are making inferences about the world, we are wholly dependent on our

cognitive faculties to do so–our brain is where our thinking takes place, and the

amount and quality of our thinking is enabled as well as limited by our biology.

The course of our evolutionary path happens to have been one where we ended

up with considerable brain power; after all, no known animal in the universe

comes even close to our level of reasoning about the world (and, as a consequence,

to our capability for in�uencing the world). But we humans are just that, products

of nature, who have evolved not to be perfect, but to be good enough.

«Good enough» is a very apt description of our cognitive abilities. We are

usually able to handle very complex thoughts in a consistent and systematic

manner, and we arrive at good enough inferences about the world most of the

time. We are, in a nutshell, able to make inferences that correspond to reality

well. However, at the same time, much, if not most of our thinking is not very

deliberate and re�ected, but rather automated. Every day, we make a myriad of ad
hoc inferences without even actively thinking about them. Instead of carefully and

explicitly thinking through many of our inferences, we rely on certain shortcuts,

so-called cognitive heuristics. These heuristics are rough inferential rules of thumb

that greatly reduce the cognitive cost of making all the inferences that we make

while delivering results that are usually good enough. Our thinking, thus, can be

described in terms of a dual system [26, 27, 28]: One system, or mode, of thinking

is slow, deliberate, and careful, while the other is fast, automated and e�cient.

Our cognitive heuristics serve us well, for the most part. They allow us to

reliably maneuver through many situations of routinized inference making, which

saves cognitive resources for high-stakes situations where we really want to take

our time for more careful and more explicit thinking. Cognitive heuristics, then,

are a very crucial trait of human cognition. However, even though cognitive

heuristics are very useful in general, they can also be detrimental to the quality of

our inferences in situations where a good enough inference can lead to conclusions

that are substantially, if not categorically false. That is why cognitive heuristics

are sometimes labeled as cognitive biases [29].

There are far too many cognitive biases to list them all here. Furthermore,

similar to the situation with logical fallacies, it’s di�cult to quantify which biases

have the greatest negative impact on our inferences. Some well-known cognitive

biases are the con�rmation bias [30], anchoring [31], the availability heuristic

[32], overcon�dence [33], status quo bias [34], the ingroup bias [35], loss aversion

[36], the halo e�ect [37], and the fundamental attribution error [38]. But these

biases comprise only a small part of all the ways in which our cognition falls

short. Cognitive biases are essentially «baked into» our cognitive hardware, our

brains; susceptibility to cognitive biases is a universal trait of human cognition.
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But, fortunately, our cognitive biases are not just completely random, but

rather, they are systematic patterns of �awed cognition. This systematic nature

of our cognitive biases is sometimes expressed with the adage that we humans

are predictably irrational [39]: Precisely because the heuristics of our cognition

are a universal trait, we can get a grasp on how and in which situations cognitive

biases can have an impact on our inferences. Furthermore, by having a grasp of

the systematic nature of cognitive biases, we can engage in what is sometimes

referred to as debiasing [40, 41]: By way of learning about cognitive biases, we

can reduce the probability of falling prey to them. In the context of critical

thinking, the minimization of cognitive biases can be understood as a constant

exercise in debiasing. When evaluating truth claims, it is necessary to evaluate

our inferences in light of cognitive biases. It is, therefore, necessary to make sure

that the inferences we make are not only logically sound, but that they are also

truly objective and not in�uenced by cognitive biases.

3.4 Probabilistic epistemology
In subsection 3.1, the issue of ontology was brie�y touched upon: The whole idea

of critical thinking makes sense when and only when one accepts realism as a

basic model of reality. Within a realist framework, so the argument above goes,

the degree to which a truth claim can be regarded as true or false depends on the

degree to which the truth claim in question corresponds to reality. In that brief

description, an implicit, but very crucial epistemological statement was made:

Our beliefs about the validity of truth claims should not be deterministic, but

probabilistic in nature.

The idea of a probabilistic epistemology goes against our intuitive reasoning

about the world. For the most part, we are seeking to think about our inferences

in deterministic terms, absent of any uncertainty – we are just very fond of

having clear, unambiguous answers. The desire for determinism does not mean

categorically faulty reasoning, because most people in most contexts actually do

have an implicitly probabilistic epistemic modus operandi, but they only fail to

make it explicit. An area where such an implicit probabilism in a situation of

ostensible determinism can be observed is scienti�c research. Epistemologically,

many scientists will identify as falsi�cationists in the sense of Popper [42]. The

falsi�cationist view of science is important, because it addresses the so-called de-

marcation problem [43], which is the question of how to distinguish science from

non-science. In the falsi�cationist view, an important trait of scienti�c reasoning

is that, epistemically, truth claims – often called «hypotheses» – cannot actually

be veri�ed. Instead, it’s only possible to falsify truth claims. Falsify here means to

demonstrate that the truth claim in question is false; in everyday language, «to

falsify» has a very di�erent meaning. The falsi�cationist epistemology is, in prin-
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ciple, very sound, and the idea of falsi�cationism still plays a prominent role in

how many scientists understand the rules of their craft. However, falsi�cationism

paints a rather deterministic picture. Say, for example, that you performed ten in-

dependent experiments in order to test a truth claim (a hypothesis). The �rst nine

experiments yielded results that support the truth claim. The tenth experiment,

however, yielded results that falsify the hypothesis. In a very strict falsi�cationist

manner, the truth claim would have been falsi�ed with the tenth experiment,

thus making all previous experiments obsolete. Of course, in reality, that is not

how science works: If nine out of ten experiments yielded results in favor of a

truth claim, researchers would interpret the overall results probabilistically as

substantive support for the truth claim.

The idea of an explicitly probabilistic epistemology instead of a deterministic

one is sometimes referred to as Bayesian epistemology [44, 45]. Thomas Bayes

was a statistician (and minister) who became famous for his work on conditional

probability. Today, Bayesianism is used as an umbrella term for an epistemology

that is explicitly probabilistic, and where one is supposed to explicitly state so-

called prior and posterior beliefs. In the above example with ten experiments, the

posterior belief after nine experiments that supported the truth claim would have

been that, given the data, the probability that the truth claim was true was around

100%
13

. After the tenth experiment that yielded results that didn’t support the

truth claim, the prior belief (the results of the �rst nine experiments) would have

been updated with the new information, and the new posterior belief would be

that the probability that the truth claim is indeed true was around 90% percent. Of

course, this is an extremely simpli�ed example
14

. But the principle of probabilistic

epistemology has a number of concrete applications, one of them systematic

reviews and meta-analyses [46]. The goal of systematic reviews is to assess the

overall probability of a truth claim given a number of studies about that truth

claim. It is usually clear from the very outset that some studies do not support the

truth claim in question, but that does not mean that the truth claim is outright

falsi�ed. Rather, all available evidence is assessed so as to arrive at a probabilistic

assessment of the truth of the truth claim.

13
Note that, in probabilistic terms, you can assign a probability of 100% withouth claiming

absolute truth. A probability of 100% merely means that, given the information at hand, the

probability for a truth claim being true is 100%. However, if you received additional information

that did not support the truth claim, you would still act rationally and adjust the probability

accordingly. Even though I don’t believe that there are too many real-life scenarios where one

can assign a probability of 100%, even if one did, that would mean no declaration of absolute and

unquestionable truth, but rather something like a temporary lack of uncertainty.

14
For example, for every one of those experiments, one would have to apply critical thinking

in order to get some sense about the experiment’s validity and reliability.
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4 Some implications

In section 3, I have introduced the de�nition of critical thinking as a metacognitive

skill applicable to the evaluation of truth claims, and subsequently described its

components in some detail. In this sections, I address some implications of that

understanding of critical thinking. Not all implications of the understanding of

critical thinking as it was introduced above are addressed, but, I believe, some of

the more relevant ones.

4.1 What’s critical about critical thinking?

Up to this point, I have glossed over the meaning of «critical» in critical thinking.

In our everyday understanding, to be critical of something means to have a

negative attitude towards something, being against something. If that meaning

of critical extended to critical thinking, then to think critically would amount to

distrusting something, being against something, and looking for ways how the

object of one’s negative attitude might be wrong. That is not what the critical in

critical thinking means.

The meaning of critical in critical thinking is better understood as critique
than as criticism. Understood in that sense, critical thinking is thinking that

represents a thorough and justi�able assessment, and not simply an expression of

disagreement. Of course, the term critical has more than one meaning and more

than one connotation, and the understanding proposed here is not necessarily

the only true meaning of critical thinking, but it is the appropriate one when it

comes to critical thinking as de�ned in this paper.

4.2 What is it good for?

The term critical thinking has one connotation that I wholeheartedly agree with:

It’s critical in the sense that it is necessary and important. But how important is

critical thinking, really? That is a question that is surprisingly di�cult to answer

in a quanti�able way.

If critical thinking has the goal of improving the quality of our inferences

through the minimization of logical fallacies, the minimization of cognitive biases,

and a probabilistic epistemology, then, in a sense, almost all instances of faulty

inferences are actually inferences that were made with a lack of critical thinking.

And since we make inferences mostly not just for the sake of making inferences,

but in order to base real-world actions on them, bad inferences can lead to bad

outcomes. These bad outcomes as results of bad inferences span, in principle, the

whole repertoire of human decision-making.
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Such a statement might very well read as a sweeping generalization, and

there is indeed some danger of con�rmation bias here. If one believes that critical

thinking is very important, one might be tempted to ascribe all of the world’s ills

to a lack of critical thinking. That is not exactly what I believe, but the overall

point stands: It is desirable to try and quantify the impact of critical thinking, or

the lack thereof, in the real world. That project is, obviously, beyond the scope of

the current paper.

4.3 How, exactly, does it work?
If you think that critical thinking as de�ned in this paper makes conceptual sense,

then you might wonder how exactly to translate this theory of critical thinking

into actual critical thinking. In subsection 2.2, I have criticized proceduralist

de�nitions of critical thinking as being de�nitorially insu�cient. However, pro-

ceduralist notions of critical thinking are valuable because they try to tackle the

very important aspect of how to perform the action of critical thinking.

There are two basic ways of translating the concept of critical thinking into

real-world inference making. The �rst approach is to learn about critical thinking

in a conceptual manner, such as by reading the paper at present. This might, prima
facie, sound counterproductive: Is not the goal to actually apply critical thinking

and not just to talk about it theoretically? Isn’t conceptual thinking about critical

thinking a waste of time, when we should be applying critical thinking? As a

matter of fact, I believe that learning and thinking about critical thinking from a

conceptual, theoretical perspective is very bene�cial; by learning about critical

thinking, we increase the probability that we will apply critical thinking. If we are

(continually) exposed to arguments about how and why critical thinking matters,

then the idea of critical thinking will gradually gain salience in our minds. At

some point, this amounts to an e�ect of conditioning: By being aware of the

importance of critical thinking in principle, that awareness will spill over into our

inference making in practice.
The second approach to applying critical thinking to real-world inference

making is more paternalistic in nature: We can increase the probability that

other people will apply critical thinking by exploiting their cognitive biases. This

is sometimes referred to as nudging [47, 48]. Of course, nudging people into

critical thinking is not a universal solution, but in some contexts, it might be more

e�ective than exposing people to conceptual information about critical thinking.

One obvious example is education: Young students in schools might have trouble

understanding the conceptual minutiae of critical thinking, but they might be

receptive to nudges that motivate them to apply critical thinking.

These two approaches are outlined in a very super�cial manner in the present

paper. A more thorough example of implementation strategies for di�erent
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audiences in di�erent contexts is a project that is beyond the scope of the present

paper.

4.4 Critical thinking and skepticism

Philosophical skepticism, in its traditional sense, describes a range of epistemo-

logical positions that stress the fundamental uncertainty of knowledge and of

knowing [49, 50]. Philosophical skepticism roughly holds that absolute knowl-

edge is impossible, because the correspondence between our belief states and the

states of the outer world can never be conclusively ascertained.

The everyday meaning of skepticism is very di�erent from this philosophical

position. When we say that we are skeptical of something or someone, we are

usually expressing concern and disbelief. In our everyday use of the term, then,

we are basically saying that something doesn’t feel right to us, but we can’t quite

put the �nger on it. Or, to put it di�erently: We opt not to believe something,

without necessarily having rational reasons to do so.

Skepticism in the philosophical sense is preferable to skepticism in the ad hoc
sense. However, even philosophical skepticism is in and of itself of only limited

use. Questioning the nature of knowledge is, of course, a �ne exercise, but it

does not necessarily help us with the challenge at hand – how do we make our

inferences more reliable and valid? This is precisely where critical thinking comes

into play. If we understand skepticism as the application of critical thinking,

then skepticism transcends both its misguided ad hoc meaning and its almost

exclusively theoretical original philosophical meaning. In doing so, skepticism

does not lose its basic philosophical idea of the uncertainty of knowledge. The

opposite is the case: The uncertainty of knowledge is actually made explicit as the

component of a probabilistic epistemology in critical thinking. Let it be proposed,

then, to henceforth understand skepticism as the application of critical thinking.

5 Conclusion

The main goal of the present paper is to introduce a de�nition of critical thinking

that overcomes the shortcomings of current de�nitions. To that end, I have

proposed the following de�nition:

Critical thinking is a metacognitive skill applicable to the evaluation
of truth claims. Critical thinking consists of three components: Mini-
mization of logical fallacies, minimization of cognitive biases, and a
probabilistic epistemology.
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This de�nition has a number of advantages. It explains, �rst, what critical

thinking is and where it is to be applied, and second, it explains what exactly

critical thinking consists of. Critical thinking understood in this manner can help

to make our inferences about the world more reliable and more valid.

The arguments put forward in the present paper are, for the most part, concep-
tual in nature. Therefore, the present paper can only be regarded as a foundation

or a blueprint for the necessary steps beyond the conceptual discussion: The

challenge of translating critical thinking as a concept into critical thinking as a

practice. I have brie�y touched upon two strategies for increasing the practical use

of critical thinking, disseminating and discussing the concept of critical thinking,

and «nudging» people into actually thinking critically. Both of these strategies

could lead to an increase in the use of critical thinking, by increasing awareness

of critical thinking as well as by inducing people to think more critically by intro-

ducing targeted incentives into people’s choice architecture. Speci�c measures

for realizing those general strategies, however, need to be �eshed out in future

research
15

.

15
When I say research, I mean something like applied research. Of course, measures for

increasing the use of critical thinking need to be devised in a problem-oriented manner. But doing

so absent of systematic conceptualization, execution and evaluation bears the risk that those

measures slip away from an evidence-based perspective and into a feel-good exercise.
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